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Abstract—Multi-agent collaborative perception (CP) has recently garnered significant attention due to its potential in extending perception range and enhancing perception robustness. However, most existing CP methods have only been validated in simulations, and as far as we know, there is currently no practical CP system available. To address this gap, this paper focuses on the design, implementation, and evaluation of CP in real-world scenarios. In order to conserve communication resources, our approach advocates sharing partial point clouds rather than complete data. Furthermore, to improve computational efficiency, we propose a voxelization strategy to compute the blind zone and the required point clouds. Experiments conducted on several small autonomous vehicles demonstrate the efficiency of communication and computation.

Index Terms—collaborative perception, autonomous driving, robot platform

I. INTRODUCTION

As one of the key functionality of autonomous driving, perception often faces challenges in single vehicle scenarios. With the introduction and widespread application of technologies like 5G and V2X (vehicle to everything), researchers have proposed collaborative perception techniques. Collaborative perception enables real-time sharing of sensor data between vehicles and roadside devices to fulfill the information requirements of decision algorithms for long-range and blind-spot situations, thereby enhancing its robustness.

The types of data shared in cooperative perception are usually divided into raw sensor data (early cooperation) [1]–[3], intermediate features of neural networks (intermediate cooperation) [4], [5] and detection results (late cooperation) [6]. However, the methods of transmitting intermediate features and detection results are often a compromise with communication bandwidth. Processing raw data always introduces information loss, and the processed data lacks diversity in format. In contrast, raw sensor data can provide the maximum amount of information and a universal data format, widely supporting other algorithms.

Existing early cooperation algorithms are usually tested on simulators or public datasets. This is to some extent understandable due to the high costs and risks associated with real road testing. Nevertheless, the problem with these approaches is that issues such as signal interference and fluctuations between vehicles do not exist or cannot be accurately simulated compared to real road environments. When deploying such algorithms, they usually encounter the “reality gap” [7] problem, meaning that they require additional sim2real [8] algorithms for deployment in real environments, which can be costly and complex.

II. RELATED WORK

In early collaboration, sensor data from multiple agents is first aggregated to create a comprehensive view, followed by object detection using this holistic perspective. This approach effectively addresses occlusion and long-range issues that arise in single-agent perception. Moreover, raw sensor data has a basic, fundamental, and universal format that can flexibly support a wide range of CAV applications [9].

integrate point clouds from various spatially diverse sensing points before performing detection. Due to the considerable volume of raw sensor data, cooperative communication is essential for higher spectrum efficiency. Yu et al. [12] investigate the performance gap between distributed and centralized C-V2X scheduling concerning achievable throughput and communication efficiency in CP. However, they overlook sensor data characteristics and use dummy perception data for simulation purposes.

Additionally, most methods recommend sharing all sensor data among vehicles, which is highly inefficient. For example, in uncertainty-aware localization, only features that contribute to object location inference are necessary, and features of objects with high uncertainties among vehicles can be prioritized for transmission to improve real-time localization accuracy.

To the best of our knowledge, our research paper represents a pioneering effort in enhancing the efficiency of early collaborative perception through the implementation of a voxelization strategy. Furthermore, we have validated our algorithm using real-world data collected in an actual communication environment. Our algorithm showcases a substantial edge in terms of overall communication metrics and computational efficiency.

III. PCP

In this section, we introduce the architecture of PCP, demonstrate its practical performance, and propose a simple and effective algorithm for collaborative perception.

A. Architecture

The overall system architecture of PCP is illustrated in Fig. 2. Its hardware components consist of a mobile robot platform, an inertial measurement unit (IMU), a LiDAR, and a computer (laptop or ITX with a mobile power supply). The mobile robot platform provides adjustable mobility for the entire system, and the built-in odometry system assists with localization. The IMU, a motion sensor based on gyroscopes and accelerometers, serves as the primary localization device for PCP. The LiDAR is currently the sole device in the system for external perception information acquisition.
of underlying hardware as long as the hardware provides a ROS driver. During the development process, we have replaced the LiDAR and IMU several times, ensuring the system’s high compatibility with different hardware. In the upper layer, to simplify system extension and real-time testing, we have developed a front-end program based on the open-source 3D data processing library Open3D [13]. This program enables most operations on raw data, such as processing, sharing, and visualization, to be script-based using Python. The logic of interacting with the hardware is hidden in the ROS side, and control signals for the hardware can be sent to ROS through pre-packaged APIs in the front-end, significantly reducing the effort required to extend the system’s capabilities.

B. SLAM Mapping

Having a robust localization algorithm of cartographer, PCP allows for the data collection and visualization without a map. However, in most cases, a base map makes the real-time visualization of collaborative perception more intuitive, while improving the accuracy of the vehicle’s localization. To ensure generality, we allow some algorithms that require map information [14], [15] to run in the system as well. We choose the relatively versatile [16] SLAM algorithm cartographer [17] to build the map. The original output of the cartographer is a 2D occupancy grid map, but for generality, we made modifications to cartographer to support the output of a 3D map by overlaying optimized historical point clouds.

C. Collaborative Perception Algorithm

During the testing runs, we observed that sharing the complete raw point cloud data in real-time posed challenges in terms of parsing speed and bandwidth limitations. This leads to a decrease in the system’s operational speed, resulting in information loss. To address this issue, we implement an optional grid-based point cloud sharing algorithm. This algorithm not only improves the sampling efficiency of the system, but also reduces the amount of communication bandwidth required. Additionally, it serves as a foundation for future enhancements in collaborative perception within the system.

We believe that retaining the partial point cloud with the highest information content for real-time decision making is important. However, during operation, at least 80% points of the point cloud sent from vehicle B to vehicle A overlaps with the base map or is within the visual range of vehicle A itself, resulting in a significant amount of communication and computation redundancy. Therefore, we propose an algorithm to ensure the real-time performance of the system.

We design two trimming schemes: 1) simply perform voxel down-sampling on the entire point cloud, which implies a uniform loss of information; 2) transmit only a portion of the point cloud within a specific region, which we believe can provide the maximum additional information. We provide modular implementations for both schemes, allowing for the customization and combination of the two methods and their internal optimization algorithms through parameterization.

1) Voxelization: voxelizer is an optional component in our algorithm. The basic idea of voxelization is to treat the point cloud as a cube and divide it into N grids. Firstly, we manually choose a grid size c. Then, taking the x-axis as an example, on the x-axis with a distribution range of $[x_{\text{min}}, x_{\text{max}}]$, the number of grids to be divided along the x-axis can be calculated as

$$N_x = (x_{\text{max}} - x_{\text{min}})/c + 1.$$  

After that, we can divide the x-axis into $N_x$ intervals with a spacing of $c$ as one dimension of the grid, and so on, to divide a three-dimensional cube into $N = N_x \times N_y \times N_z$ grids.

In subsequent algorithms, we have multiple requirements to traverse all points in a point cloud. However, it’s worth noting that a single frame of a point cloud typically consists of tens of thousands of points, resulting in a significant computational burden. To optimize this issue, we provide an optional voxelization option in the corresponding algorithm. When enabled, the point-by-point or point-by-grid traversal algorithm becomes a grid-by-grid traversal algorithm. Specifically, for a point cloud with a bounding box size of $X \times Y$, the number of traversals is reduced from tens of thousands to

$$n = X \times Y/c^2,$$

which is generally much lower than the number of points in the point cloud.

2) Visual Range Calculator: we define the visual range as the distance of the farthest points that the LiDAR can return in each direction. To calculate the blind zone of a LiDAR, we first need to determine its visual range in each real-time frame. The initial step is to voxelize the base map and create a grid-based representation. To enhance computational efficiency, we designate this representation as two-dimensional. Based on this, we assume that the position of the LiDAR is $(x_a, y_a)$, and we randomly select a point $(x_b, y_b)$ from the point cloud. We use the Bresenham line algorithm [18] to calculate the grids the line between $(x_a, y_a)$ and $(x_b, y_b)$ covers and iterate through all points in a frame of the point cloud to obtain the dynamic visual range of the LiDAR for each frame.

The Bresenham line algorithm is used to calculate the pixel points covered by the line segment between two points on the screen to draw a straight line. For the line $y = mx + b$ between given points $(x_a, y_a)$ and $(x_b, y_b)$, every time this line passes through the edge of a grid, that is, for each integer $x_i$ between $x_1$ and $x_2$, choose a grid closest to $y = mx_i + b$ (measured by the distance $d_1, d_2$ between $(x_i, y)$ and the grid points $(x_i, y_1)$ and $(x_i, y_1 + c)$, where $c$ is the grid size) as the next drawing object. Repeat the calculate from $x_a$ to $x_b$. Suppose $m \in (0, 1)$, then we calculate

$$d_1 - d_2 = (y - y_i) - (y_i + \Delta y - y) = 2y - 2y_i - c,$$

if $d_1 - d_2$ is less than 0, we choose the grid where $(x_i, y_i)$ is located. Otherwise, we choose the grid where $(x_i, y_1 + c)$ is located. By repeating this process on each point, we can obtain a grid map that represents the visible range of the LiDAR at
this frame. It should be noted that the above formula only applies to the case of \( m \in (0, 1) \), and for other cases, the calculation is performed in the same way after operations such as coordinate axis flipping and swapping, etc.

**Algorithm 1 Collaborative Perception Algorithm**

**INIT:**

**INPUT:** base map \( M \)

\[ \text{MapGrids} = \text{Voxelization}(M) \]

**For vehicle \( A \):**

**INPUT:** real-time position \( (x_a, y_a) \) of \( A \), point cloud \( P_A \) from \( A \), \( \text{MapGrids} \), required range \( L \) of \( A \), grid size \( c \) in voxelization

**for** every \( (x_i, y_i) \) in \( P_A \) **do**

get \( \text{CoveredGrids} \) from Bresenham((\( x_a, y_a \)), (\( x_i, y_i \)))

**end for**

summarize all the \( \text{CoveredGrids} \) in \( \text{MapGrids} \) as \( \text{VisualRange} \)

get \( \text{TraversableGrids} \) from closed areas in \( \text{MapGrids} \)

get \( \text{RequiredRegion} \) from the \( L \times L \) square region around \( (x_a, y_a) \)

\( \text{BlindZone} = \text{RequiredRegion} \cap \text{TraversableGrids} - \text{VisualRange} \)

**return** \( \text{BlindZone} \)

**For vehicle \( B \):**

**INPUT:** \( \text{BlindZone} \) from \( A \), point cloud \( P_B \) from \( B \), basemap \( M \), distance threshold \( Thres \)

Get \( \text{KDTree} \) of \( M \)

**for** every \( (x_i, y_i) \) in \( P_B \) **do**

if \( (x_i, y_i) \) not in \( \text{BlindZone} \) then

delete \( (x_i, y_i) \) from \( P_B \)

continue

**end if**

get \( \text{NearestDistance} \) to \( (x_i, y_i) \) from \( \text{KDTree} \)

if \( \text{NearestDistance} \leq \text{Thres} \) then

delete \( (x_i, y_i) \) from \( P_B \)

**end if**

**end for**

**return** \( P_B \)

3) **Blind Zone Calculator:** taking a network consisting of two vehicles \( A \) and \( B \) as an example, firstly, we use the voxelized grid base map from the visual range calculator, extract the area it encloses, and perform voxelization again, which represents the traversable area in the base map. Centered on \( A \), extract a square with a side length of \( L \) from the traversable area as \( A \)’s required region. Finally, we eliminate the visible range coverage from \( A \)’s required region, resulting in a voxelized blind zone grid.

Based on this, \( A \) sends the blind zone grid to \( B \), and the real-time point cloud collected by vehicle \( B \) only retains points within the blind zone range and sends them to \( A \). In a collaborative perception network consisting of \( N \) vehicles, the above calculation operation is performed once for each vehicle, and the communication operation is completed \( N - 1 \) times for each vehicle. Furthermore, the required region size \( L^2 \) of any vehicle is individually adjustable, allowing us considerable flexibility in controlling the algorithm.

After that, \( A \) sends the blind zone grid to \( B \). \( B \) traverses each point in the real-time point cloud, determining whether it is within the blind zone, in order to delete all points outside the blind zone. Then, we construct a K-D tree [19] for the base map and query the nearest neighbor of every remaining points with an expected complexity of \( O(logn) \), deleting all points with a distance smaller than a threshold from any point in the base map. Finally, we obtain a point cloud within the blind zone of \( A \), with overlapping points with the base map removed. \( B \) then sends the processed point cloud to \( A \).

**IV. Experiments**

**A. Test Runs**

We conducted systematic testing in both outdoor and indoor scenarios and collected two datasets. The indoor dataset was collected in a designed environment with two sets of systems for collaborative perception. To showcase the capabilities of the system, we utilize the indoor scene dataset for experiments.

![Fig. 4. An example of the algorithm with the assumption L=5. Vehicle A sends the red grid to vehicle B, and vehicle B only returns the points within the red grid](image)

**Fig. 4.** An example of the algorithm with the assumption \( L=5 \). Vehicle \( A \) sends the red grid to vehicle \( B \), and vehicle \( B \) only returns the points within the red grid.

**Fig. 5.** The 2D and 3D base map with robot trajectory of the indoor scene.

The indoor scene dataset was acquired in a typical corridor environment. We ran two sets of vehicles and shared point cloud data in real-time to achieve collaborative perception. The trajectories of the two vehicles are depicted in Fig. 5.

**B. Algorithm Experiment**

To facilitate comparative experiments, we conducted experiments with the pre-collected indoor dataset. The experiments simulated the historical run and collaborative perception of
two PCPs. The vehicle with the green trajectory, referred to as vehicle \( A \), represents the ego vehicle, while vehicle \( B \) with the blue trajectory shares early cooperation data to vehicle \( A \).

For the experimental setup, we choose to compare our method with directly transmitting (DT) raw point clouds and performing voxel down-sampling (VD). Voxel down-sampling is an algorithm for filtering point clouds based on voxelization. Generally, after dividing the grids, it takes the average of all points in each grid and replaces them. This is a commonly used method for early cooperation in cases where point clouds collected by multi-line LiDARs are very dense. The voxel size in voxel down-sampling is set to 5cm in experiments, consistent with the voxelization grid size in our algorithm.

Furthermore, it should be noted that our proposed algorithm has the advantage of naturally eliminating points that overlap with the base map, which may not be the case for the other two algorithms. To ensure a fair comparison, we also conducted tests on the other two algorithms after removing overlapping points with the base map (ROM).

To conduct a comprehensive comparison, we choose the following experimental metrics: the frames per second (FPS) of our front-end program, the average size of a single point cloud data (ASP) sent from vehicle \( B \) during collaboration, the total number of point clouds (TNP) transmitted during the entire run, and the average bandwidth occupancy (ABO) for transmitting perception data throughout the entire run.

<table>
<thead>
<tr>
<th>Method</th>
<th>FPS</th>
<th>ASP (KB)</th>
<th>TNP</th>
<th>ABO (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>18.7</td>
<td>673.15</td>
<td>5205</td>
<td>52.59</td>
</tr>
<tr>
<td>DT + ROM</td>
<td>17.20</td>
<td>77.98</td>
<td>5205</td>
<td>6.09</td>
</tr>
<tr>
<td>VD</td>
<td>17.94</td>
<td>204.39</td>
<td>5205</td>
<td>15.97</td>
</tr>
<tr>
<td>VD + ROM</td>
<td>16.36</td>
<td>32.72</td>
<td>5205</td>
<td>2.56</td>
</tr>
<tr>
<td>Ours</td>
<td>14.85</td>
<td>15.71</td>
<td>1158</td>
<td>0.27</td>
</tr>
</tbody>
</table>

As can be seen, our algorithm has a significant advantage in terms of communication. This is primarily because a vehicle only transmits points within the demanded area (in our experiments, this value is set to a 20m * 20m area around the vehicle) to the corresponding vehicle. The visual range of the two vehicles cannot always cover each other’s demand areas. Therefore, in many cases, data exchange does not occur, resulting in notable bandwidth savings. The advantage of our algorithm becomes more evident in scenarios with limited or large-scale communication. For instance, in an ideal network environment with only 10Mbps of bidirectional bandwidth, the best basic algorithm can accommodate up to 4 concurrently running PCPs, while our algorithm can support up to 38 PCPs, making large-scale testing in such scenarios possible.

The performance loss from our algorithm can be observed in terms of FPS, but in a real run, we only need to ensure that the algorithm’s FPS is higher than the sampling rate of the LiDAR (usually 10Hz) to avoid point cloud data loss. Considering the significant improvement at the communication level, this performance loss is completely acceptable.

### C. Ablation Experiment

In our cooperative perception algorithm, we apply additional voxelization three times. When calculating the visual range (CVR), we perform real-time voxelization on the point cloud collected by vehicle \( A \), and use the center point of the voxelized grid to replace all points in the grid before performing the Bresenham algorithm traversal. When vehicle \( B \) is removing points outside the blind zone (RBZ) from the collected point cloud, we perform voxelization on it, then judge whether the voxelized grid overlaps with the blind zone grid, changing the point-to-grid traversal to a grid-to-grid traversal. Similarly, when vehicle \( B \) is removing points overlapping with the base map (ROM), we perform voxelization on the real-time point cloud and compare it with base map grids obtained in the previous process, changing the point-to-point traversal to a grid-to-grid traversal.

In order to verify the impact of voxelization on our algorithm, we separately remove the voxelization methods from the above methods, and record the average running time (AT) of CVR, RBZ and ROM on a single point cloud respectively, the average size of the transmitted point clouds (ASP), and the total number of transmitted point clouds (TNP) under the corresponding settings.

Specifically, we conduct ablation experiments under five different settings. These settings are: enabling voxelization in all algorithms (EVA), disabling voxelization in CVR (DVCVR), disabling voxelization in RBZ (DVRBZ), disabling voxelization in ROM (DVROM), and disabling voxelization in all cases (DVA). The experimental results are as follows:

<table>
<thead>
<tr>
<th>Method</th>
<th>AT of CVR (ms)</th>
<th>AT of RBZ (ms)</th>
<th>AT of ROM (ms)</th>
<th>ASP (KB)</th>
<th>TNP</th>
</tr>
</thead>
<tbody>
<tr>
<td>EVA</td>
<td>5.50</td>
<td>4.67</td>
<td>4.08</td>
<td>15.71</td>
<td>1158</td>
</tr>
<tr>
<td>DVCVR</td>
<td>184.97</td>
<td>4.75</td>
<td>4.12</td>
<td>15.40</td>
<td>1156</td>
</tr>
<tr>
<td>DVRBZ</td>
<td>5.54</td>
<td>38.84</td>
<td>4.37</td>
<td>15.71</td>
<td>1158</td>
</tr>
<tr>
<td>DVROM</td>
<td>5.41</td>
<td>4.79</td>
<td>403.44</td>
<td>16.21</td>
<td>1160</td>
</tr>
<tr>
<td>DVA</td>
<td>182.27</td>
<td>37.60</td>
<td>404.05</td>
<td>15.86</td>
<td>1158</td>
</tr>
</tbody>
</table>

From the results, we can determine the necessity of voxelization in our algorithm. Firstly, in real-time scenarios, considering the 10Hz sampling frequency of the LiDAR, the maximum tolerable computation latency is 100ms. Without enabling voxelization, the only option that meets the requirement is DVRBZ. However, it compares points with grids, and voxelization is performed within the same coordinate system and with the same grid size \( c \); so it does not result in any changes in the amount of transmitted information. Additionally, we can observe that DVCVR actually leads to fewer transmitted point clouds. This is because the point-by-point traversal includes some boundary cases in the calculation, making the computed blind zone more accurate. As for DVROM, some points with distances close to the preset threshold are preserved due to the change from point-to-point to grid-to-grid, thus transmitting more information.
Under the combined effect of the three voxelizations, the number of point clouds transmitted by the EVA and the DVA are precisely aligned. This, to some extent, indicates that the errors introduced by voxelization can be considered negligible. Specifically, EVA results in an average information loss of 0.95% but saves 97.72% of computation time, which is completely acceptable in a real-time environment.

V. CONCLUSION AND FUTURE WORK

This paper presents PCP, a collaborative perception system for autonomous driving algorithms, serving as a low-cost transitional solution between software simulation and real vehicle road testing. The system utilizes ROS for driver-level hardware interaction, including raw data collection and vehicle control, etc. On the upper level, we have developed a highly customizable front-end for data parsing and visualization. To provide a solution for real-time collaborative perception, we apply an efficient voxelized grid-based early cooperation algorithm to facilitate data sharing among vehicles while maintaining the LiDAR sampling frequency.

Considering the existing limitations of the system, our future work includes the following:

- Real road testing: although our system has performed data collection and algorithm validation in indoor and outdoor environments, running the system on roads with real vehicles remains a challenge. This objective involves road safety and legal compliance considerations, and we will actively work towards addressing these issues to achieve a closer alignment with real road testing.

- Communication environment: the early cooperation algorithm in this paper is tested on the dataset collected by the system, without extensive focus on communication bottlenecks in large-scale scenarios. To validate the system’s performance limits under communication constraints, we will conduct large-scale communication scenario tests to verify the system’s communication capabilities.

- Robot2Real: similar to the “reality gap” in simulators, we believe there is a “device gap” between existing devices and real vehicles. The robots run in a realistic environment, solving challenges such as lighting and dynamics that simulators struggle with. However, there are differences in the size of the robot and real vehicles, as well as variations in the positions of sensors, and pedestrians’ and vehicles’ responses may be entirely different. This means that algorithms tested within PCP also face challenges in deployment. Designing “Robot to Real Vehicle”, or Robot2Real as we call it, to bridge the gap between the system and real vehicles will be a focus of our next phase of work.
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